International Journal of Theoretical Physics, Vol. 32, No. 10, 1993

Measure on the Inductive Limit of Projection Lattices
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A probability measure on a nondecreasing net of lattices of orthogonal projec-
tions in von Neumann algebras is extended to a probability on the inductive
fimit of the lattices.

Let {U,} be a nondecreasing net of von Neumann algebras acting in
a Hilbert space # and A be the von Neumann algebra generated by the
family U, , i.e., A =(J, N,)". The algebra A is called the inductive limit of
the set {2, }. By analogy, the lattice A" of all orthogonal projections from
A is called the inductive limit of the lattices {2} of all orthogonal
projections from {2, }. We call a function p: {J, UL > R™ a probability
measure provided p(I) =1 and u(p) =Y 5 u(ps), wherein p =3 ; ps and
p, pp€ U, UL The latter condition is essential even in the classical case.

Note that in the proof of the following theorem we will not use
Gleason’s theorem or its analogs.

Theorem. Let a von Neumann algebra U of countable type not
containing any type I, direct summand be the inductive limit of von
Neumann algebras {2, }. Then any probability measure u: {J, Wt —[0, 1]
can be extended to a probability on A™.

The proof will consist of several steps.

(i) Let us establish the existence of reduced subalgebras to which we
will extend u by a strong continuity. Let #(a) = {ge U, U : u(q) > ap(q)}.
Here and in what follows ¢ is a faithful normal state on U. Take an
arbitrary projection (0 #) pe (U, UL and choose a number 7 > 0 such that
to(p) > u(p). Then for every projection geF(f) with g <p we have
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tp(g) < u(g). We fix an arbitrary ee(0,1). Choose a projection p,
(=p1) e (), py < p, with

sup{u(q); gL (1), g < p} —u(p) <e

By the definition of p, the conditions ge¥(r), ¢ L p,, and ¢ < p imply
0 < top(q) < u(q) <e. Next, choose a projection p, (=pi)eZ(h), p, L p
such that p, < p and

sup{u(q); gL (1), g <p —pr} — p(ps) <&’

Let us continue the process by induction. If p,, . .., p, are already defined,
then take a projection p,., (=pL.,) in F() (if one exists) with

Prn SP_Z?:M?I' and

sup{u(q);qeﬂ’(t), gq<p— Y pi}~u(1)n+1) <g"*!

i=1

By the construction, we have

0<to(p,i1) <t(pni) <e” (D

If the process stops at step #, then we put p,, =0 for all m > n.

We denote by G,(p) the projection p — Y % _, p,,. By the definition of
a number ¢ we have G,(p) # 0. In general, G,(p) ¢ U, UL, The sequence of
the projections {e,, (1)} _, where e, (f) =p — Y _, p, is called determining
for G,(p). By the inequality (1),

0(0) = 0G.(p) = 0(p) — 3 o(pm) > 0(p) — ®)

m=1 (1 —¢)

By the definition of projections e, (f), for every projection e, < e,,(f),
e.el, W we obtain u(e;) < rp(e;) +¢™. Let {e;}i_, = |, UL be an or-
thogonal family, e =>%_, e, <e,,(¢) and ¢ = u(e;) — t¢(e;). Then

Lo =2, (ule;) — tole;)) = ple) — 19(e) <e”
If all numbers 4; > 0, then
z Aipler) =t 2 Aiple;) + Z Aigi <t Z Aiple;) +&™ max 4,
Thus the following remark is valid.

Remark. Let a = [ Ade? be the spectral decomposition of the oper-
ator aelJ, W If a < e, (1) for some A >0, then i(a) =[Adue?) <
to(a) + ||alem.
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Lemma 1. For every projection pel), W' (p #0) there exists a
family G, (p,) (p, <p) of mutually orthogonal projections such that
> G, (p,) = p and for every n, of its initial members there exist numbers
N(t,, no) such that for m > N(¢,, ny) the projections e, (¢,) in the deter-
mining sequence for G, (p,) are mutually orthogonal for distinct
k=1,2,...,n.

Proof. Take any projection G,(p) (p, =p, t, =t) as the first member.
If G,(p) <p, then choose a number m such that for the projection
p2=)0 00 [=P —e,(1))]) the inequality 2/3¢[p — G, (p)l <o(p,) is
fulfilled. By virtue of inequality (2) a number z, can be found such that

(G (p2) 2 1/2¢[p — G, (p))]

Obviously G, (p;) L G,,(p,). Let us continue the process by induction.
Let the projections G,‘( pi)-.-,G, (p,) be already defined and
o(p =371 G, (p:)>0. Also, let {em(t )},,,_l be the determining sequence
for G, (p;) (1 <is< n). Choose numbers m,, . .., m, such that

(p— > pm(t)>>2/3co<p~ Z G, (p;) )

j=1
and denote by p, ., the projection j — Z I_ie, (t) Next, find a number
n+l SuCh that (p(G"+1(‘pn+ l)) > ]/ZQD(P Zl=1 G (pz)) Thus

n+1
co<ﬁ - Zl Gr,.(pz-)> < % w(ﬁ - _Zl G,,.(p,-)> 7 @(p — G,I(p1)> - 0

By the definition, the sequence {G, (p,)} satisfies the assertion of the
lemma. The process will stop at the step k only if j=>%_, G,(p;) and
e,(t) =G, (p;) for some m, for all 1 <i<k. Thus the family G,(p,) is
suitable. The lemma follows.

We denote by 9 the set of projections geWUM satisfying g <
Yo 1 G, (p,) for some orthogonal family {G, (p,)} as in the lemma 1.

(i) Extendmg u to the projections in 9. Let the projections e, fe A"
and A= p(ef*e). By the construction used in Gunson (1972), there
exist decompositions e =e,+e;, f=fo+/f1. € e, fo, /1€ such that
0er) <A o(f) < 0"((e ~f)?) + A+ A", and e, —f, | < A2,

Let projection G,(p) be arbitrary and let {e,(7)} be the determining
sequence for G,(p). By an analog of the Theorem 2.11 of Gunson (1972),
for all projections e, fe |J, AL with e, £ <e,, (1) we have

lu(e) — u( )] < Juleo) — ( fo)| + mler) + u( fy)
<3.8"eg —fo || + pler) — u(f)
< 3.82AY2 1 tp(e,) + ™ + to(f,) +&” 3)
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Let now {G, (p,)} be an orthogonal family as in Lemma 1 and let
{e.(t,)}s -1 be the determining sequence for G, (p,). Inequalities (3) show
that for a projection e, e < Z?":, G,(p;) and for every sequence of
projections {g,,} = U, W, g, <D.% e,(t) that is strongly convergent
to e(g,—"e) there exists lim,,_ . u(g,) =ji(e) which is independent
of {g,,} (the sequence {g,,} is called determining for e). Moreover, fi(e) <
2 2:7‘_’:1 t;0(e,, (t)ee,(2;)). This implies ji to be strongly continuous in ¢ on
the projections of the reduced algebra A, where G =), G, (p). It
e, e, ¢ 1 e,, and g,, >° e = e, + e,, then there exist sequences {g,, }
and {g,} from U, AL such that g, =g, +g, and g, —°e,. Hence
ie, + e,) = fi(e;) + fi(e,). Thus i is a countably additive measure on AT,
Obviously fi(e) does not depend upon projection j and a family of the
projections {G, (p,)} satisfying e <Y*_, G,(p.), p =) G, (p:)-

(ii)) Extending p to the lattice A, Let {G, (p,)} be a family of
projections as in Lemma 1 for 5 = I. If the family {G, (p,)} is finite, then
the function f obviously is a suitable extension of the measure p. Now
suppose that the projection G,, =Y 7_, G, (p,) # I for all m. Then the set
of the projections M= YT_, ngm is an ideal of the projections, i.e:

1. peM, gL, g <p = ge.
2. p.geM, |pgll<1 = pvgeM
3. sup,emp = 1.

The function fi is a measure on it. By a theorem of Matvejchuk (1983)
fi can be uniquely extended to a measure g on UA™. Let us show j to
be a suitable extension. We first establish an analog to the inequality
lute) — ()| < 3.8"2|e —f|, Ve, ged, AL, for the function fi. Let the
projections e, feW and {e,, }, (e,, = ° €), {f,n }, (f,, =°f) be the determining
sequences. By the constructions, for every ¢ > 0 projections e,, and f,, can
be chosen such that |e, —f,, | < |le —f| +¢ for all m. Then

|ie) — ()] = lim luten) — u( £

<3872 5m [en —for |

<382(|le—f| +o (4

Let now a sequence {e,}< 2™ be such that e, —*ee, where
e, <G, for all m. Let e=¢e,+e, and e, =e% +el, be expansions
with ¢, >5,_,0, e),>3,.,0, and |e,—el|—>,.0. Since f is a
countably additive measure on A, it follows that jie,) =, 0.
Similarly, f(e),) =jel) >, 0. By virtue of inequality (4),
filen) — fileg) =m0 0. Thus fi(e) = lim ji(eo) = lim fi(ey,) = lim ji(e,,) =
lim fi(e,,) = fi(e). Therefore, fi is an extension of i from N. Let pe |, AL
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Obviously u(p) = sup{fi(q): geN, g < p}. The process we used in the proof
of Lemma 1 enables us to obtain a sequence {g,} < U, AL of mutually
orthogonal projections satisfying Y, ¢, = p and |u(g,) — G, (¢,))| < &" for
some ¢, >0. Since Y, G, (¢,) < .. g, = p, it follows that

¢ g

u(p) =Y (G, (q,) =) (1(g,) — &™) =Y 1(q,) — =u(p) =

1—¢

1—¢

Since ¢ is arbitrary, we have

u(p) =sup{ji(q): geN, ¢ < p} =sup{(q): geN, g < p} = il(p)
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